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Word embeddings of business terms
(produced with word2vec, here projected to 2D using UMAP)

Large image from Loukas et al., “EDGAR-CORPUS: Billions of Tokens Make The World Go Round”, EcoNLP 
workshop, EMNLP 2021 (https://aclanthology.org/2021.econlp-1.2/). Small image from Mikolov et al., “Linguistic 

Regularities in Continuous Space Word Representations”. NAACL 2013 (https://aclanthology.org/N13-1090/). 2

Vectors (points) 
in 2D: 

∘ 3,2

x

y

∘ 2,4

Word embeddings are 
vectors (points), e.g., in 

a 300D space.

They capture 
relatedness, analogy, …

300D vector 𝛼

2D vector 𝛽

“dense 
layer” 𝛽 = 𝑊𝛼𝑊

https://aclanthology.org/2021.econlp-1.2/
https://aclanthology.org/N13-1090/


Word2Vec (skip-gram with negative sampling)

𝑤! = "$ilm"

𝑡 − 𝑐 𝑡 + 𝑐𝑡 𝑡 + 𝑖

𝑤!"# = "famous" (true, positive)
𝑟!"# = "medical"	(random,	negative)

For each word 𝑤! of the corpus, we 
construct positive (+) and negative 
(−) pairs, using the word 𝑤!"# that 

actually occurs at position 𝑡 + 𝑖, and a
a random word 𝑟!"# that does not 
actually occur at position 𝑡 + 𝑖.
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Intuition hiding some details: We 
modify slightly the word 

embeddings to bring 𝑤!	closer to 
𝑤!"# and move it away from 𝑟!"#.



Word sense embeddings
(produced by a method that produces dense, sense-specific word 

embeddings, then projected to 2 dimensions)

Image source: http://www.socher.org/uploads/Main/MultipleVectorWordEmbedding.png  
Huan et al. 2012, “Improving Word Representations via Global Context and Multiple Word Prototypes”.
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Most words have multiple 
senses. Word embeddings (a 
single point per word) end up 

being in the middle of the 
points that would correspond 

to their multiple senses. 

In a context of 
financial discussion, 

we would like the 
embedding of “bank” 
to move closer to its 

financial sense, away 
from its river sense.

http://www.socher.org/uploads/Main/MultipleVectorWordEmbedding.png
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Stacked bidirectional RNN

…

𝑒$ 𝑒% 𝑒& 𝑒'

…

…

… … … …

ℎ⃡$
($) ℎ⃡%

($) ℎ⃡&
($) ℎ⃡'

($)

ℎ⃡$
(%) ℎ⃡%

(%) ℎ⃡&
(%) ℎ⃡'

(%)

ℎ⃡$
(*) ℎ⃡%

(*) ℎ⃡&
(*)

ℎ⃡'
(*)

Each layer revises the word embeddings of the previous (lower) layer. The 
embeddings become increasingly more context-aware and also increasingly 

more appropriate for the particular task we address…
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Extracting Contract Elements

I. Chalkidis, I. Androutsopoulos and A. Michos, “Extracting Contract Elements”, ICAIL 2017, 
http://nlp.cs.aueb.gr/pubs/icail2017.pdf. 

I. Chalkidis and I. Androutsopoulos, “A Deep Learning Approach to Contract Element 
Extraction”, JURIX 2017, http://nlp.cs.aueb.gr/pubs/jurix2017.pdf.

Classify words (tokens) as 
parts of start/end dates, 

durations, contractor names, 
amounts, legal references, 

jurisdictions etc. or nothing. 

http://nlp.cs.aueb.gr/pubs/icail2017.pdf
http://nlp.cs.aueb.gr/pubs/jurix2017.pdf
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Word classification with a stacked biRNN

…
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Person 0.75
Location 0.05

Organization 0.1
Other 0.1

𝑜⃗! = softmax 𝑊ℎ!
(#)
+ 𝑏⃗

Person 0.05
Location 0.05

Organization 0.1
Other 0.8

Person 0.8
Location 0.05

Organization 0.1
Other 0.05

Person 0.1
Location 0.8

Organization 0.05
Other 0.05

dense + 
softmax

𝑊 𝑊 𝑊 𝑊

Compare to the correct predictions and adjust all the weights (e.g., 𝑊, 𝑏), including the 
weights of the stacked biRNN.



Moderation Panel

85%

88%

0%

85%

Hello there try to relax

Go and hang yourself !

You are ignorant and vandal ! Stop it !

Thanks . Please go f#$@ yourself . Ty !

User comment moderation

A moderation panel assists the 
moderators to detect abusive comments, 
and leads to quicker publication of non-

abusive comments.

Highlighting suspicious 
words using an RNN with 

self-attention. 
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J. Pavlopoulos, P. Malakasiotis and I. Androutsopoulos, “Deeper Attention to Abusive User Content 

Moderation”, EMNLP 2017, http://nlp.cs.aueb.gr/pubs/emnlp2017.pdf.

http://nlp.cs.aueb.gr/pubs/emnlp2017.pdf
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J. Pavlopoulos, P. Malakasiotis and I. Androutsopoulos, “Deeper Attention to Abusive User Content 
Moderation”, EMNLP 2017, http://nlp.cs.aueb.gr/pubs/emnlp2017.pdf.

Could be the top-level 
revised embeddings of 

a stacked biRNN.

Initial word embeddings (e.g., via Word2Vec).

𝑒! 𝑒" 𝑒#

We use a Multi-Layer Perceptron (MLP) 
to obtain an attention score (importance) 

𝑎! for each word from its revised 
embedding ℎ!. We could also use a 
single dense layer: 𝑎! = 𝑊(#)ℎ!.

The softmax ensures all the 𝑎! scores are 
between 0 and 1, and that they sum to 1. 

The entire input text is now represented 
by the weighted (by 𝒂𝒊	scores) sum of 
the revised embeddings of its words. 

http://nlp.cs.aueb.gr/pubs/emnlp2017.pdf
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J. Pavlopoulos, P. Malakasiotis and I. Androutsopoulos, “Deeper Attention to Abusive User Content 
Moderation”, EMNLP 2017, http://nlp.cs.aueb.gr/pubs/emnlp2017.pdf.

𝑒! 𝑒" 𝑒#

The entire input text is now represented 
by the weighted (by 𝒂𝒊	scores) sum of 
the revised embeddings of its words. We pass the weighted sum vector 

(point) through another dense layer and 
softmax to obtain a probability score for 

each class (here accept, reject).

The attention scores 𝑎! 	can also be used to highlight 
the words that influence the system’s decision most.

Compare to the correct predictions and 
adjust the weights of the entire neural 

net, including the MLP and RNN(s).

http://nlp.cs.aueb.gr/pubs/emnlp2017.pdf
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Transformers for token classification

ℎ&
(') ℎ(

(') ℎ)
(') ℎ'

(') ℎ*
(') … ℎ+,&

(') ℎ+
(')

ℎ&
()) ℎ(

()) ℎ)
()) ℎ'

()) ℎ*
()) … ℎ+,&

()) ℎ+
(')

ℎ&
(() ℎ(

(() ℎ)
(() ℎ'

(() ℎ*
(() … ℎ+,&

(() ℎ+
(()

ℎ&
(&) ℎ(

(&) ℎ)
(&) ℎ'

(&) ℎ*
(&) … ℎ+,&

(&) ℎ+
(&)

𝑥& 𝑥( 𝑥) 𝑥' 𝑥* … 𝑥+,& 𝑥+ Initial m-dimensional word 
embeddings
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($) = MLP($) D
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'
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To produce the revised embedding for the 
i-th word of a text, we sum all the 

original embeddings of the words of the 
text, but weighted by attention scores. 

𝑎&,( 𝑎&,& 𝑎&,)



Person 0.1
Location 0.8

Organization 0.05
Other 0.05
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Transformers for token classification
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Predicted labels of words
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Person 0.75
Location 0.05

Organization 0.1
Other 0.1

Person 0.05
Location 0.05

Organization 0.1
Other 0.8

… …

Compare to the correct 
predictions and adjust the 

weights of the entire neural 
net, including the bottom 
word (token) embeddings, 

which are randomly 
initialized.

To produce the revised embedding for the 
i-th word of a text, we sum all the 

original embeddings of the words of the 
text, but weighted by attention scores. 
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Transformers for text classification
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global max pooling 
(max of each dimension)

Vector representing the entire 
text input. We pass it through a 

dense layer and softmax to 
obtain a probability per class.
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Initial m-dimensional word 
embeddings

Compare to the correct 
predictions and adjust the 
weights of the entire net.

Still hiding some details of 
Transformers, e.g., computing 

attention scores, multiple 
attention heads, dropout, layer 

normalization, residuals, …



Figures from J. Alammar’s “The Illustrated BERT, ELMo, and co.” 
(http://jalammar.github.io/illustrated-bert/). BERT paper: Devlin et al., “BERT: Pre-training 

of Deep Bidirectional Transformers for Language Understanding”, 2018  
(https://arxiv.org/abs/1810.04805). 

BERT – Pretraining to predict masked words

14

It is pre-trained on a 
(huge) corpus to predict 
masked input words.

http://jalammar.github.io/illustrated-bert/
https://arxiv.org/abs/1810.04805


BERT – Fine-tuning for token classification
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We feed the top-level 
embedding of each word of the 
input sentence to a task-specific 
classifier (e.g., single dene layer 
or MLP) that classifies them as 

B-Per (beginning of person 
name), I-Per (inside of person 
name), B-Org (beginning of 

organization), I-Org, …,  Other.

“Fine-tuning”: We jointly train 
BERT (further) and the task-

specific classifier on task-
specific training examples (e.g., 
300 manually labeled sentences).

Figure from Devlin et al., “BERT: Pre-training of Deep Bidirectional Transformers for 
Language Understanding”, 2018 (https://arxiv.org/abs/1810.04805).

https://arxiv.org/abs/1810.04805


Figure from Devlin et al., “BERT: Pre-training of Deep Bidirectional Transformers for 
Language Understanding”, 2018 (https://arxiv.org/abs/1810.04805).

BERT – Fine-tuning for sentence classification

16

We feed the top-level 
embedding of the [CLS] token 

of each sentence to a task-
specific classifier (e.g., single 

dense layer or MLP) that 
classifies the sentence (e.g., 

Positive, Neutral, Negative etc.)

“Fine tuning”: We jointly train 
BERT (further) and the task-

specific classifier on task-
specific training examples (e.g., 

300 tweets + correct labels 
provided by humans).

https://arxiv.org/abs/1810.04805


Stacked Transformer encoders-decoders

17

Stacked encoders. 
In BERT we use 
only encoders. 

Stacked decoders 
consider the 
embeddings 

produced by the 
encoder for the 

original sentence 
and the translation 
generated so far. 
They generate the 
next word of the 

translation. 

Figure from J. Alammar’s “The Illustrated Transformer” 
(https://jalammar.github.io/illustrated-transformer/). Transformers paper: Vaswani et al., 

“Attention is All You Need”, 2017 (https://arxiv.org/abs/1706.03762).

Translation generated so far.

Top-level embeddings 
of the words of the 
French sentence.

“I am a” 

https://jalammar.github.io/illustrated-transformer/
https://arxiv.org/abs/1706.03762


Image captioning

From I. Pavlopoulos, V.  Kougia, I. 
Androutsopoulos, “A Survey on Biomedical 

Image Captioning”.
https://www.aclweb.org/anthology/W19-1803/ 

Similar to machine translation, 
but we now have an image 
encoder and a text decoder.
Possible applications:
• Image retrieval via captions.
• Eyesight problems.
• Drafting medical reports. 

18

https://www.aclweb.org/anthology/W19-1803/


Decoder only language models – GPTx

19

Figure from Vaswani et al., “Attention is All You Need”, 2017 (https://arxiv.org/abs/1706.03762 ), 
modified by C.R. Wolfe (https://twitter.com/cwolferesearch/status/1640446111348555776). 

• The encoder and the cross-
attention part of the 
decoder are removed.

• The decoder is trained to 
predict the next word(s) 
given the previous words.
o Intuitively it is trained 

to auto-complete!
o It is trained on huge 

plain-text collections 
from the Web as a 
“language model”.

“I am a” 

https://arxiv.org/abs/1706.03762
https://twitter.com/cwolferesearch/status/1640446111348555776


Prompt engineering in GPT-3

https://huggingface.co/models

GPT-3 paper: 
https://papers.nips.cc/paper/2020/file/1457c0d6bf

cb4967418bfb8ac142f64a-Paper.pdf 
GPT-3 examples from: 

https://beta.openai.com/examples/default-qa

See also: https://gaotianyu.xyz/prompting/ 
20

• We give to a large pre-trained LM a 
few examples (“demonstrations”) of 
the desired behavior as 
(concatenated) input, then (also 
concatenated in the input) a similar 
instance to be completed.
o We can also include a preamble saying 

what kind of agent (e.g., intelligent, 
polite) the system is supposed to be.

• No fine-tuning involved!
o A single “frozen” pre-trained model can 

serve multiple tasks, with few examples.

https://papers.nips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://papers.nips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf
https://beta.openai.com/examples/default-qa
https://gaotianyu.xyz/prompting/


Supervised fine-tuning on human responses

https://huggingface.co/models

Figure from Ouyang et al. (2022), “Training language models to follow instructions with human feedback” 
(https://arxiv.org/abs/2203.02155).

• Just with prompting, without any fine-tuning, large LMs 
(LLMs, e.g., GPT-3) often fail to provide useful responses, fail 
to follow instructions, may generate toxic responses…
o Q: What is the capital of Greece? A: Why the %%$$ do you care?

• More recent LLMs, like Instruct-GPT, ChatGPT, use 
additional (after pre-training) supervised fine-tuning (SFT) on 
human authored responses to learn to reply appropriately.
o Having pre-trained the model to predict the next words (auto-

complete), now further train it to respond to requests as humans did.
o Back to pre-train then fine-tune, but without task-specific fine-tuning…

21

https://arxiv.org/abs/2203.02155


Reinforcement learning from human feedback

https://huggingface.co/models

Figures from Ouyang et al. (2022), “Training language models to follow instructions with human feedback” 
(https://arxiv.org/abs/2203.02155).

• Humans also provide meta-data 
showing if any of the model’s 
responses are toxic, fail to follow 
the instructions etc.

• Humans are also asked to rank 
multiple responses generated by 
system(s) and/or humans.

• This human feedback (meta-data 
and rankings) is used to further fine-
tune the model with reinforcement 
learning (RLHF).

• SFT and RLHF (PPO) both help 
generate more useful responses.
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https://arxiv.org/abs/2203.02155


Chain-of-thought prompting

Figure from Wei et al. (2022), “Chain-of-thought prompting elicits reasoning in large language models”, 
NeurIPS 2022 (https://arxiv.org/abs/2201.11903). 23

• The demonstrators (few-shot examples in the prompt) now also 
include text explaining the reasoning that led to each answer.
o We prompt the model to generate both the answer and its reasoning.
o Performance often improved and we also get some explanation (?).

https://arxiv.org/abs/2201.11903


Generating code completions

https://huggingface.co/models

Figure from https://github.com/features/copilot. 24

We can also ask models of this kind 
to debug, improve, explain code 

etc. But the responses may be 
wrong, may introduce bugs etc.

https://github.com/features/copilot


Retrieval Augmented Generation (RAG)

Figure from G. Right’s blog post, “What is Retrieval Augmented Generation?”, September 2023 
(https://www.linkedin.com/pulse/what-retrieval-augmented-generation-grow-right/). 25

• Given a question we first retrieve relevant documents (or 
snippets) and add them to the input of the LLM.
o We can use conventional IR (e.g., TF-IDF, BM25) or dense retrieval 

(documents and questions encoded, compared via a similarity function).
o Input (prompt) to the LLM: question, retrieved documents (or 

snippets), instructions telling the LLM to base its answer on the 
retrieved documents, possibly few-shot examples (demonstrators).

o New documents can simply be added to the document pool. No need to 
retrain the model (very expensive).

https://www.linkedin.com/pulse/what-retrieval-augmented-generation-grow-right/


LLMs with tools

https://huggingface.co/models

Figure from https://huggingface.co/docs/transformers/transformers_agents. 26

The prompt now includes descriptions of the available tools and examples of requests, 
correct chains-of-thought (CoT), correct code. The model responds similarly.

https://huggingface.co/docs/transformers/transformers_agents


LLMs with tools

https://huggingface.co/models

Example from https://huggingface.co/docs/transformers/transformers_agents.
27

https://huggingface.co/docs/transformers/transformers_agents


Multimodal LLMs

Figure from Jin et al. (2024), “Efficient Multimodal Large Language Models: A Survey” 
(https://arxiv.org/abs/2405.10739). 

 . 28

https://arxiv.org/abs/2405.10739


Explaining autonomous driving actions

Figure from https://wayve.ai/thinking/lingo-natural-language-autonomous-driving/. 29

https://wayve.ai/thinking/lingo-natural-language-autonomous-driving/


Extra slides



Embeddings of biomedical terms

See http://bioasq.org/news/bioasq-releases-continuous-space-word-vectors-obtained-applying-word2vec-
pubmed-abstracts 31

http://bioasq.org/news/bioasq-releases-continuous-space-word-vectors-obtained-applying-word2vec-pubmed-abstracts
http://bioasq.org/news/bioasq-releases-continuous-space-word-vectors-obtained-applying-word2vec-pubmed-abstracts
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Recurrent Neural Network (RNN)

ℎ%ℎ$ ℎ&ℎ5 … ℎ'

𝑒$ 𝑒% 𝑒& 𝑒'

Embedding of the 2nd 
word of the sentence

`

Embedding of the 1st 
word of the sentence

Revised embedding of 
the 1st word. Knows 

we are at the beginning 
of a sentence.

Revised embedding of 
the 2nd word. Knows 

the left-context.

We can also treat the ℎ# 
vectors as the memory 

of the RNN, but in recent 
NLP work, it’s easier to 
think of them as revised 

word embeddings.

ℎ# = 𝑔 𝑊(6)ℎ#0$ +𝑊(7)𝑒# + 𝑏(6)

𝑔	is an activation 
function (e.g., sigmoid). 

More complex update 
mechanisms in practice: 
LSTM or GRU cells.
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Bidirectional RNN (biRNN)

ℎ%ℎ$ ℎ&ℎ5 … ℎ'

𝑒$ 𝑒% 𝑒& 𝑒'

ℎ%ℎ$ ℎ& … ℎ'
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ℎ5

ℎ⃡%ℎ⃡$ ℎ⃡& … ℎ⃡'

𝑒$ 𝑒% 𝑒& 𝑒'

ℎ⃡# = [ℎ#; ℎ#] (concatenation)



Legal judgment prediction for ECHR cases

I. Chalkidis, I. Androutsopoulos and N. Aletras, “Neural Legal Judgment Prediction in English”, ACL 
2019. https://www.aclweb.org/anthology/P19-1424/ 34

Words with high attention scores.

Sentences with high attention scores. Biased against particular locations? 

https://www.aclweb.org/anthology/P19-1424/
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Query-Key-Value attention
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Still hiding some details of 
Transformers, e.g., multiple 

attention heads, dropout, layer 
normalization, residuals, …



https://www.microsoft.com/en-
us/research/video/speech-recognition-
breakthrough-for-the-spoken-
translated-word-short/ 
https://www.youtube.com/watch?v=Ru
Ap92wW9bg 
https://www.youtube.com/watch?v=h2
OfQdYrHRs 

Machine translation

37

https://www.microsoft.com/en-us/research/video/speech-recognition-breakthrough-for-the-spoken-translated-word-short/
https://www.microsoft.com/en-us/research/video/speech-recognition-breakthrough-for-the-spoken-translated-word-short/
https://www.microsoft.com/en-us/research/video/speech-recognition-breakthrough-for-the-spoken-translated-word-short/
https://www.microsoft.com/en-us/research/video/speech-recognition-breakthrough-for-the-spoken-translated-word-short/
https://www.youtube.com/watch?v=RuAp92wW9bg
https://www.youtube.com/watch?v=RuAp92wW9bg
https://www.youtube.com/watch?v=h2OfQdYrHRs
https://www.youtube.com/watch?v=h2OfQdYrHRs


Prompt engineering instead of fine-tuning

https://huggingface.co/models

Figure from T. Gao, A. Fisch, D. Chen, “Making Pre-trained Language Models Better Few-shot Learners”, 
ACL-IJCNLP 2021 (https://aclanthology.org/2021.acl-long.295/).

• “Traditional”: pre-train the language model (LM) to guess masked words 
using plain text corpus, then fine-tune on task-specific labeled data.

• Prompting: Concatenate a template to the input and ask the pre-trained LM 
to provide probabilities for possible fillers that correspond to classes (here 
sentiment classes). No fine-tuning! No labeled task-specific dataset!
o Possibly provide a few demonstrations too in the input.
o But which prompts (templates, fillers) work best? Prompt engineering…

38

https://aclanthology.org/2021.acl-long.295/


Supervised fine-tuning on human responses

https://huggingface.co/models

Figure from Ouyang et al. (2022), “Training language models to follow instructions with human feedback” 
(https://arxiv.org/abs/2203.02155). 39

https://arxiv.org/abs/2203.02155
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https://stability.ai/blog/stable-diffusion-public-release

https://stability.ai/blog/stable-diffusion-public-release

